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High-Energy Neutrino Sky

consistent w. isotropic distribution/extragalactic origins
#Galactic contribution: ~10% (IceCube 23 Science) 
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Where do neutrinos mainly come from?
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active galactic nucleus
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High-Energy Neutrino Production Processes

p+γ→ Nπ + X

Active galaxy g-ray burst

p+ p→ Nπ + X

Galaxy clusterStarburst galaxy

Cosmic-ray Accelerators Cosmic-ray Reservoirs

accretion to
massive black hole

core-collapse of 
massive stars

high star-formation 
→ many supernovae

gigantic reservoirs w. 
AGN, galaxy mergers 
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Updated All-Sky Neutrino Flux & Spectrum

IceCube Collaboration 18 PRD, 20 PRL, 21 Nature, 22 ApJ

the first Glashow resonance event:

anti-ne + atomic electron à real W at 6.3 PeV
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Fig. 3.— Top Panel: Integrated emission of blazars (with and without EBL absorption),
compared to the intensity of the EGB (datapoints from AC14). Lower Panel: as above,

but including also the emission from star-forming galaxies (gray band, Ackermann et al.
2012) and radio galaxies (black striped band, Inoue 2011) as well as the sum of all non-

exotic components (yellow band). An example of DM-induced γ-ray signal ruled out by
our analysis is shown by the solid pink line, and summed with the non-exotic components
(long-dashed pink line). The inset shows the residual emission, computed as the ratio of the

summed contribution to the EGB spectrum, as a function of energy as well as the uncertainty
due to the foreground emission models (see AC14).

Ajello+ 15 ApJL

~100 % come from blazars
at sub-TeV energies?

FIG. 1: In the left (right) panel the adaptively smoothed count map of one simulation (real sky) in the energy range 50 GeV-2
TeV is represented in Galactic coordinates and Hammer-Aito↵ projection. The two maps contain about 60000 �-ray events.

The results from analyzing the sources in the simu-
lated data can be used to measure the detection e�-
ciency !(S), which is a weighting factor that takes into
account the probability to detect a source as a function
of flux. The detection e�ciency is simply derived from
the simulations measuring the ratio between the number
of detected sources and the number of simulated ones
as a function of measured source flux. The result re-
ported in Fig. 3 shows that the LAT detects any source
in the |b| > 10� sky for fluxes larger than ⇡ 2⇥ 10�11 ph
cm�2 s�1, but misses 80–90% of the sources with fluxes
of ⇡ 1 ⇥ 10�11 ph cm�2 s�1 and many more below this
flux. The peak (!(S) >1) clearly visible at a flux of
⇡ 2⇥ 10�11 ph cm�2 s�1 is due to the Eddington bias.

A reliable estimate of the detection e�ciency is funda-
mental in order to correct the observed flux distribution
of the 2FHL catalog and in turn to derive the intrinsic
source count distribution, which is obtained as:

dN

dS
(Si) =

1

⌦�Si

Ni

!(Si)
[cm2 s deg�2], (1)

where ⌦ is the solid angle of the |b| > 10� sky, �Si is
the width of the flux bin, Ni is the number of sources in
each flux bin and Si is the flux at the center of a given
bin i. We verified through simulations that this method
allows us to retrieve the correct source count distribution
as long as the distribution used in the simulations is a
faithful representation of the real one.

This is found to be consistent, down to the sensitivity
of the 2FHL catalog (⇡ 8⇥ 10�12 ph cm�2 s�1), with a
power-law function with slope ↵1 = 2.49±0.12 (see right
panel of Fig. 3). This best-fit value is consistent with
the Euclidean expectation and motivated us to choose
↵1 = 2.5 in the simulations.

Fig. 4 shows the cumulative source count distribution
that is defined as:

N(> S) =

Z Smax

S

dN

dS0 dS
0 [deg�2], (2)

where Smax is fixed to be 10�8 ph cm�2 s�1.

In order to infer the shape of the dN/dS below the flux
threshold for detecting point sources we have performed
a photon fluctuation analysis. This helps us to probe the
source count distribution to the level where sources con-
tribute on average 0.5 photons each. The analysis is per-
formed by comparing the histogram of the pixel counts
of the real sky with the ones obtained via Monte Carlo
simulations and allows us to constrain the slope of the
di↵erential flux distribution below the threshold of the
survey [15, 16]. We consider a di↵erential flux distribu-
tion described as a broken power law where the slope
above the break is ↵1 = 2.5 as determined in this work
while below the break the slope varies in di↵erent sim-
ulations between ↵2 2 [1.3, 2.7]. For each value of the
slope we derive the model pixel count distribution av-
eraging over the pixel count distributions obtained from
20 simulations. The simulated and real maps have been
pixelized using the HEALPix tool 2 [17]. We have used a
resolution of order 9, which translates into 3145728 pixels
and an pixel size of about 0.11�. Consistent results are
obtained when using a resolution of order 8. We consider
a single energy bin from 50 GeV to 2 TeV.

The model (averaged) pixel count distributions are
compared to the real data using a �2 analysis to deter-
mine the most likely scenario. As expected, there is a
degeneracy between the best-fit value of the slope ↵2 and
the choice of the break flux, Sb. The result of the analy-
sis is that the break flux is limited to the range between
Sb 2 [8⇥10�12, 1.5⇥10�11] ph cm�2 s�1 while the index
below the break is in the range ↵2 2 [1.60, 1.75]. The
best configuration, which we refer to as our benchmark
model, has a break flux at 1 ⇥ 10�11 ph cm�2 s�1 and
a slope ↵2 = 1.65 with a �2 = 12.4 (for 12 degrees of
freedom). This implies that the source count distribu-
tion must display a hard break |↵1 � ↵2| ⇡ 0.9 from the
Euclidean behavior measured at bright fluxes. We show
in Fig. 5, for the best-fit configuration, the comparison

2 See http://healpix.sourceforge.net

Fermi Collaboration 16 PRL

Extragalactic Gamma-Ray Sky: Dominated by Jetted AGN
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Fig. 3.— Top Panel: Integrated emission of blazars (with and without EBL absorption),
compared to the intensity of the EGB (datapoints from AC14). Lower Panel: as above,

but including also the emission from star-forming galaxies (gray band, Ackermann et al.
2012) and radio galaxies (black striped band, Inoue 2011) as well as the sum of all non-

exotic components (yellow band). An example of DM-induced γ-ray signal ruled out by
our analysis is shown by the solid pink line, and summed with the non-exotic components
(long-dashed pink line). The inset shows the residual emission, computed as the ratio of the

summed contribution to the EGB spectrum, as a function of energy as well as the uncertainty
due to the foreground emission models (see AC14).
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~100 % come from blazars
at sub-TeV energies?

FIG. 1: In the left (right) panel the adaptively smoothed count map of one simulation (real sky) in the energy range 50 GeV-2
TeV is represented in Galactic coordinates and Hammer-Aito↵ projection. The two maps contain about 60000 �-ray events.

The results from analyzing the sources in the simu-
lated data can be used to measure the detection e�-
ciency !(S), which is a weighting factor that takes into
account the probability to detect a source as a function
of flux. The detection e�ciency is simply derived from
the simulations measuring the ratio between the number
of detected sources and the number of simulated ones
as a function of measured source flux. The result re-
ported in Fig. 3 shows that the LAT detects any source
in the |b| > 10� sky for fluxes larger than ⇡ 2⇥ 10�11 ph
cm�2 s�1, but misses 80–90% of the sources with fluxes
of ⇡ 1 ⇥ 10�11 ph cm�2 s�1 and many more below this
flux. The peak (!(S) >1) clearly visible at a flux of
⇡ 2⇥ 10�11 ph cm�2 s�1 is due to the Eddington bias.

A reliable estimate of the detection e�ciency is funda-
mental in order to correct the observed flux distribution
of the 2FHL catalog and in turn to derive the intrinsic
source count distribution, which is obtained as:

dN

dS
(Si) =

1

⌦�Si

Ni

!(Si)
[cm2 s deg�2], (1)

where ⌦ is the solid angle of the |b| > 10� sky, �Si is
the width of the flux bin, Ni is the number of sources in
each flux bin and Si is the flux at the center of a given
bin i. We verified through simulations that this method
allows us to retrieve the correct source count distribution
as long as the distribution used in the simulations is a
faithful representation of the real one.

This is found to be consistent, down to the sensitivity
of the 2FHL catalog (⇡ 8⇥ 10�12 ph cm�2 s�1), with a
power-law function with slope ↵1 = 2.49±0.12 (see right
panel of Fig. 3). This best-fit value is consistent with
the Euclidean expectation and motivated us to choose
↵1 = 2.5 in the simulations.

Fig. 4 shows the cumulative source count distribution
that is defined as:

N(> S) =

Z Smax

S
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dS0 dS
0 [deg�2], (2)

where Smax is fixed to be 10�8 ph cm�2 s�1.

In order to infer the shape of the dN/dS below the flux
threshold for detecting point sources we have performed
a photon fluctuation analysis. This helps us to probe the
source count distribution to the level where sources con-
tribute on average 0.5 photons each. The analysis is per-
formed by comparing the histogram of the pixel counts
of the real sky with the ones obtained via Monte Carlo
simulations and allows us to constrain the slope of the
di↵erential flux distribution below the threshold of the
survey [15, 16]. We consider a di↵erential flux distribu-
tion described as a broken power law where the slope
above the break is ↵1 = 2.5 as determined in this work
while below the break the slope varies in di↵erent sim-
ulations between ↵2 2 [1.3, 2.7]. For each value of the
slope we derive the model pixel count distribution av-
eraging over the pixel count distributions obtained from
20 simulations. The simulated and real maps have been
pixelized using the HEALPix tool 2 [17]. We have used a
resolution of order 9, which translates into 3145728 pixels
and an pixel size of about 0.11�. Consistent results are
obtained when using a resolution of order 8. We consider
a single energy bin from 50 GeV to 2 TeV.

The model (averaged) pixel count distributions are
compared to the real data using a �2 analysis to deter-
mine the most likely scenario. As expected, there is a
degeneracy between the best-fit value of the slope ↵2 and
the choice of the break flux, Sb. The result of the analy-
sis is that the break flux is limited to the range between
Sb 2 [8⇥10�12, 1.5⇥10�11] ph cm�2 s�1 while the index
below the break is in the range ↵2 2 [1.60, 1.75]. The
best configuration, which we refer to as our benchmark
model, has a break flux at 1 ⇥ 10�11 ph cm�2 s�1 and
a slope ↵2 = 1.65 with a �2 = 12.4 (for 12 degrees of
freedom). This implies that the source count distribu-
tion must display a hard break |↵1 � ↵2| ⇡ 0.9 from the
Euclidean behavior measured at bright fluxes. We show
in Fig. 5, for the best-fit configuration, the comparison

2 See http://healpix.sourceforge.net
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Extragalactic Gamma-Ray Sky: Dominated by Jetted AGN
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Figure 4: Di↵use emission arising from blazars (with or without EBL absorption), in comparison with
the intensity of the total emission from sources (both resolved and unresolved), called here “EGB” (red
data points, from Ref. [9]). Taken from Ref. [25]

.

sample. The sources were considered as either one single population, or split into HSPs
and a second sub-class including ISPs and LSPs. In their best-fit model, HSPs dominates
the dN/dS below S = 5⇥ 10�9cm�2s�1 and their SED extends to much higher energies
than in the ISP+LSP class (the best-fit cut-o↵ energy is 910 GeV for HSPs and 37 GeV
for the class of ISPs and LSPs). That is the reason why the cumulative emission from
HSPs (computed from Eq. (1) above L� � 1038erg s�1) can extend up to very high
energies and it is able to explain the whole DGRB emission reported in Ref. [112] above
few tens of GeV (see Fig. 3). Between 0.1 and 100 GeV, unresolved BL Lacs account
for ⇠ 11% of the Fermi LAT DGRB in Ref. [112], in agreement with Ref. [23].

Ref. [25] repeated the analysis of Ref. [23] on a sample of 403 blazars from 1FGL,
this time considering both FSRQs and BL Lacs as one single population by allowing
the spectral index distribution to depend on L� . A double power-law energy spectrum,
proportional to [(E0/Eb)1.7+(E0/Eb)2.6]�1, is assumed and the energy scale Eb is found
to correlate with the index � obtained when the SED is fitted by a single power law.
The same LF used in Ref. [23] and based on a luminosity-dependent density evolution
is implemented in Ref. [25], together with other evolution schemes. They all provide an
acceptable description of the blazar population, even if the luminosity-dependent density
evolution is the one corresponding to the largest log-likelihood. The predicted cumula-
tive emission of blazars (FSRQs and BL Lacs, resolved and unresolved) can be seen in
the Fig. 4 as a dotted blue band, compared to the total emission from resolved and unre-
solved sources taken from Ref. [9] (labeled “EGB” here, red data points). Blazars (both
resolved and unresolved) accounts for the 50+12

�11
% of the total emission from resolved

and unresolved sources, above 100 MeV. Unresolved blazars, on the other hand, are

14

Ajello+ 15 ApJL

blazar!



Can Blazars be the Origin of IceCube Neutrinos? 

g-ray bright blazars are largely resolved -> stacking analyses are powerful

Blazars are subdominant in all parameter space (most likely <~ 30%)
Similar conclusion from neutrino anisotropy limits (KM & Waxman 16 PRD)

(IceCube 17 ApJ, Hooper+ 19 JCAP,Yuan, KM & Meszaros 20 ApJ, Zou+ 21)
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General Implications of All-Sky n and n Fluxes

• 10-100 TeV shower data: large fluxes of ~10-7 GeV cm-2 s-1 sr-1

KM, Guetta & Ahlers 16 PRL

K=1 (pg), K=2 (pp)

see also
KM, Ahlers & Lacki 13 PRDR
Capanema, Esmaili & KM 20 PRD
Capanema, Esmaili & Serpico 21 JCAP
Fang, Gallagher & Halzen 22 ApJL

20 PRL

Fermi diffuse g-ray bkg. is violated (>3s) if n sources are g-ray transparent
→ Requiring hidden (i.e., g-ray opaque) cosmic-ray accelerators

(n data above 100 TeV can still be explained by g-ray transparent sources))



Capanema, Esmaili & KM 20
Capanema, Esmaili & Serpico 21
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General Implications of All-Sky n and n Fluxes

Fermi diffuse g-ray bkg. is violated (>3s) if n sources are g-ray transparent
→ Requiring hidden (i.e., g-ray opaque) cosmic-ray accelerators

(n data above 100 TeV can still be explained by g-ray transparent sources))

• 10-100 TeV shower data: large fluxes of ~10-7 GeV cm-2 s-1 sr-1

g-ray limits



Opacity Argument

implying that >TeV-PeV g rays are cascaded down to GeV or lower energies

KM, Guetta & Ahlers 16 PRL

Hidden (i.e., g-ray opaque) n sources are actually “natural” in pg scenarios
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Prediction of Hidden Neutrino Sources

Hidden (i.e., g-ray opaque) n sources are actually “natural” in pg scenarios

gg→e+e-
optical depth

accretion disk + “corona”
opt/UV=multi-temperature blackbody
X-ray=Compton by thermal electrons

All-sky 10-100 TeV neutrino flux can be explained by AGN
But do such hidden n source (candidates) exist??

KM, Kimura & Meszaros 20 PRL
Kimura, KM & Meszaros 21 Nature Comm.
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Obscured AGN as a Hidden Neutrino Source

IceCube Collaboration+ Science 22

IceCube (best-fit sn=3.2)

magnetic corona model

accretion shock model

NGC 1068



Obscured AGN as a Hidden Neutrino Source

IceCube Collaboration+ Science 22

starburst model
(from Murase & Waxman 16)

IceCube (best-fit sn=3.2)

Ln~3x1042 erg/s << Lbol ~ 1045 erg/s < LEdd ~ 3x1045 erg/s: reasonable energetics

accretion shock model

magnetic corona model

NGC 1068



accretion disk

torus

jet

X-ray
broad-line

region

wind

corona

black hole

radio

infrared

optical
ultraviolet

n
~104 RS

~10 RS

>106 RS

~105-106 RS

Rs=2GM/c2

starburst region



Where Do Neutrinos Come from?

compatible w. proton calorimetry condition (pg optical depth fpg>~1)

KM 22 ApJL

for 0.1-300 GeV g rays

model-independent constraint
w. electromagnetic cascade

R < (30-100) RS

NuSTAR: NH~1025 cm-2 → LX~3x1043 erg/s @ 10 Mpc (Marinucci+ 16 MNRAS)
Bolometric luminosity ~ disk luminosity: ~1045 erg/s



Particle Acceleration Sites?

3D RMHD simulation 
w. Athena++

Jiang, Blaes, Stone & Davis 19
see also Miller & Stone 00, Liska+ 22

corona

Tg~105 K

Te~108-109 K

disk

Proga & Kallman 04

failed disk wind/accretion shock
(S. Inoue, Cerruti, KM+ 23, Y. Inoue+ 20)

magnetically-powered corona
(KM+ 20, Kheirandish, KM & Kimura 21)

- turbulence/shear 
- magnetic reconnection



Neutrinos Can Constrain Cosmic-Ray Spectra

Kheirandish, KM & Kimura 21 ApJ

• E-3.2 spectrum cannot be extended to GeV energies 
• enmax < 20-30 TeV (epmax < 100 TeV) for E-2 spectrum

# not necessarily power laws to fit the IceCube data

IceCube 2022

NGC 1068

(see also KM 22 ApJL)
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Particle Acceleration: Fast or Slow?
pg→pe+e- (Bethe-Heitler process) is typically important for 1-10 TeV ns  

cooling break & pile-up
epmax ~ 100 TeV
→ enmax ~ 20 TeV

1. hard w. a cutoff at epmax ~ 100 TeV

2. intrinsically broken power law

e.g., reconnection

Fiorillo + 23KM, Kimura & Meszaros 20

Kheirandish, KM & Kimura 21



Particle Acceleration in Turbulence is Seen in Simulations

Kimura, Tomida & KM 19
see also
Nattila & Beloborodov 21
Sun & Bai 21
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This is an erratum to the paper ‘Acceleration and escape processes
of high-energy particles in turbulence inside hot accretion flows’
(DOI: https://doi.org/10.1093/mnras/stz329), which was published
in MNRAS, 485, 163–178 (2019). In Fig. 4, we mistakenly
plotted the quantities using the wrong axes, causing the spiral
shape inconsistent with that in fig. 6. The correct plots are shown
here. The other results are unaffected, and the conclusions remain
unchanged.
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Figure 4. Colormaps in the equatorial plane for run A. The upper and lower
panels show the density and the magnetic energy density, respectively.
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High-energy particles in hot accretion flows 7

almost unchanged. The initial energy of the particle, εini, is given
so that the Larmor radius of the particle is equal to λini times the
grid scale: rL = εini/(ecBave) = λini#xini, where #xini = min(#Rini,
Rini#θ , Rini#φ) is the grid scale at the initial ring. The time-step of
the particle calculation is determined by #t = min(#tL, #tx), where
#tL = CsafetL,min = 2πCsafeεini/(ecBmax) and #tx = Csafe#xmin/c.
Here, Bmax is the maximum value of the magnetic field, #xmin is
the minimum length between the grids in the computational region,
and Csafe represents the safety factor that determines the time-step.
We set Csafe = 0.01. We performed some simulations with Csafe =
0.001, and confirmed that the results are unchanged by the values
of Csafe. As a fiducial value, we set λini = 4. With a smaller value
of λini, we cannot trace the resonant scattering process, while the
particles escape from the computational region too quickly with a
higher value of λini.

The computational region for the particle simulations is the same
with the MHD simulations except for the outer boundary in the
R direction. Since the dynamical structures of the outer parts of
the MHD simulations are affected by the initial conditions, we set
the outer boundary of the particle simulations to Resc = 0.6Rc. The
particles that go beyond the computational region are removed from
the simulation, and we stop the calculation when half of the particles
escape from the computational region.

We solve the equations of motion for Np = 214 = 16 384 particles,
using the MHD data sets shown in the previous section. To solve
the equation of motion, we need to convert the units used in the
MHD calculations to those of our interest. The units of the mass,
length, and time for the MHD calculations are written as Lu = Rc,
Mu = ρcR

3
c , and Tu =

√
R3

c /(GM), respectively. For our particle
simulations, we rescale these units as

Lu = χRs, (16)

Tu =

√
L3

u

GM
, (17)

Mu = ηṀEddTu, (18)

where Rs = 2GM/c2 is the Schwarzschild radius, ṀEdd = LEdd/c
2

is the Eddington mass accretion rate (LEdd is the Eddington
luminosity), and χ and η are the scaling factors of the length
and the mass, respectively. The relation between η and density
is ρc = ηṀEddTu/L3

u, so a higher η leads to a higher density.
We choose the reference parameter set for the particle simulations

so as to be consistent with our assumptions: hot accretion flows
in LLAGNs with Newtonian gravity. In our MHD simulations,
mass accretion rate is written as Ṁ ∼ ṁsimMuT−1

u , where ṁsim ∼
10−3 − 10−2 is the resulting mass accretion rate in the MHD
simulations. Then, the rescaled mass accretion rate is represented
as Ṁ = ηṁsimṀEdd. For η ! 10, this mass accretion rate is in
the hot accretion flow regime, i.e. Ṁ ! 0.1ṀEdd (Narayan & Yi
1995; Xie & Yuan 2012). The scale factor for the length, χ , should
be large enough to be consistent with the Newtonian gravity. For
χ ≥ 20, the initial radius, Rini = 0.3Rc, is larger than 6Rs =
2RISCO, where RISCO = 3Rs is the innermost circular stable orbit
(ISCO) for the Schwartzchild BH. Based on the considerations
above, we set the reference parameters to χ = 50, η = 1, and
M = 108M$, which corresponds to typical low-luminosity AGNs,
such as Seyferts or low-ionization nuclear emission-line regions
(LINERs). This parameter set leads to

Lu % 1.5 × 1015M8χ1.7cm (19)

Figure 6. Orbits of test particles projected to the R − θ plane (upper panel)
and the R − φ plane (lower panel) for λini = 4. The initial and final positions
of the particles are shown by the stars and circles, respectively. In the bottom
panel, the cyan circle and black arrows indicate the initial ring R = Rini and
the rotation direction, respectively.

Tu % 4.9 × 105M8χ
3/2
1.7 s, (20)

Mu % 6.9 × 1030M2
8 χ

3/2
1.7 η0g, (21)

where we use the notation Qx = 10x (unit for M is M$). The speed
of light is c % 10χ

1/2
1.7 LuT−1

u in this unit system. We use the MHD
data set of run A with T+c = 20π unless otherwise noted. The
Larmor radius and time-scale are rL % 1.0 × 1013M8χ1.7λini, 0.6 cm
and tL % 2.1 × 103M8χ1.7λini, 0.6 s, respectively.

3.2 Results of particle simulations

3.2.1 Orbits and momentum distribution

The upper and lower panels of Fig. 6 show orbits of the test particles
projected in the R − θ and R − φ planes, respectively. The particles
spread in all the directions, but the majority of the particles move
outward in the R direction rather than fall on to the BH or escape
to the vertical direction. The particles are likely to migrate to the
direction at which the magnetic field is weak, partially due to the

MNRAS 00, 1 (2019)

2nd order Fermi

stochastic acc. in 3D global MHD simulations 
test particle sim. w. Athena++

effects to be considered: cooling, intermittency, escape, feedback…

170 S.S. Kimura, K. Tomida, and K. Murase

Figure 6. Orbits of test particles projected to the R − θ plane (upper panel)
and the R − φ plane (lower panel) for λini = 4. The initial and final positions
of the particles are shown by the stars and circles, respectively. In the bottom
panel, the cyan circle and black arrows indicate the initial ring R = Rini and
the rotation direction, respectively.

where eφ is the unit vector of the φ direction and Vbul, φ is inde-
pendent of θ . The bottom panel shows the momentum distribution
in the fluid frame, where we can see no bulk rotational motion. In
the following sections, we use the energy distribution in the fluid
frame. Note that the particle distribution is slightly anisotropic: the
particles tend to have positive pR and negative pφ . This is because
the particles tend to move radially outward along the spiral magnetic
field, as discussed above. This anisotropy becomes stronger in later
time and for higher energy particles (see Section 3.2.3). Since this
anisotropy appears in the particle simulations with all the MHD
data sets, the grid spacing and resolutions are not the cause of the
anisotropy.

3.2.2 Diffusion in energy space

We examine evolution of the energy distribution function in the fluid
frame. The time evolution of the energy distribution for λini = 4 is
shown in Fig. 8. We can see that the width of the energy distribution
increases with time. This motivates us to consider the diffusion
equation in the energy space.

In general, the transport equation, including the diffusion and
advection terms in both configuration and momentum spaces,

Figure 7. Momentum distributions at t = 10tL in the lab frame (upper)
and the fluid flame (lower) for λini = 4. We can see a bulk motion in the
lab-frame, while the bulk motion is not seen in the fluid frame.

Figure 8. Energy distribution function at t = 4tL, 10tL, and 25tL in fluid
flame for λini = 4. The distribution function diffuses in the energy space.

describes the evolution of the distribution function for the particles
with isotropic distribution in the fluid rest frame (e.g. Skilling
1975; Strong, Moskalenko & Ptuskin 2007). When the terms for
configuration space and the advection term in momentum space are
negligible, the transport equation may be simplified to the diffusion
equation only in momentum space (e.g. Stawarz & Petrosian 2008):

∂f

∂t
= 1

p2

∂

∂p

(
p2Dp

∂f

∂p

)
. (23)

Since the anisotropy in our system is not very strong, we apply this
equation to our system. We focus on the ultrarelativistic regime,
so the particle energy is approximated to be ε ≈ pc. Using the
differential number density, Nε = Np/c = 4πp2f/c, we can write

MNRAS 485, 163–178 (2019)
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This is an erratum to the paper ‘Acceleration and escape processes
of high-energy particles in turbulence inside hot accretion flows’
(DOI: https://doi.org/10.1093/mnras/stz329), which was published
in MNRAS, 485, 163–178 (2019). In Fig. 4, we mistakenly
plotted the quantities using the wrong axes, causing the spiral
shape inconsistent with that in fig. 6. The correct plots are shown
here. The other results are unaffected, and the conclusions remain
unchanged.
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Figure 4. Colormaps in the equatorial plane for run A. The upper and lower
panels show the density and the magnetic energy density, respectively.
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Figure 6. Orbits of test particles projected to the R − θ plane (upper panel)
and the R − φ plane (lower panel) for λini = 4. The initial and final positions
of the particles are shown by the stars and circles, respectively. In the bottom
panel, the cyan circle and black arrows indicate the initial ring R = Rini and
the rotation direction, respectively.

where eφ is the unit vector of the φ direction and Vbul, φ is inde-
pendent of θ . The bottom panel shows the momentum distribution
in the fluid frame, where we can see no bulk rotational motion. In
the following sections, we use the energy distribution in the fluid
frame. Note that the particle distribution is slightly anisotropic: the
particles tend to have positive pR and negative pφ . This is because
the particles tend to move radially outward along the spiral magnetic
field, as discussed above. This anisotropy becomes stronger in later
time and for higher energy particles (see Section 3.2.3). Since this
anisotropy appears in the particle simulations with all the MHD
data sets, the grid spacing and resolutions are not the cause of the
anisotropy.

3.2.2 Diffusion in energy space

We examine evolution of the energy distribution function in the fluid
frame. The time evolution of the energy distribution for λini = 4 is
shown in Fig. 8. We can see that the width of the energy distribution
increases with time. This motivates us to consider the diffusion
equation in the energy space.

In general, the transport equation, including the diffusion and
advection terms in both configuration and momentum spaces,

Figure 7. Momentum distributions at t = 10tL in the lab frame (upper)
and the fluid flame (lower) for λini = 4. We can see a bulk motion in the
lab-frame, while the bulk motion is not seen in the fluid frame.

Figure 8. Energy distribution function at t = 4tL, 10tL, and 25tL in fluid
flame for λini = 4. The distribution function diffuses in the energy space.

describes the evolution of the distribution function for the particles
with isotropic distribution in the fluid rest frame (e.g. Skilling
1975; Strong, Moskalenko & Ptuskin 2007). When the terms for
configuration space and the advection term in momentum space are
negligible, the transport equation may be simplified to the diffusion
equation only in momentum space (e.g. Stawarz & Petrosian 2008):

∂f

∂t
= 1

p2

∂

∂p

(
p2Dp

∂f

∂p

)
. (23)

Since the anisotropy in our system is not very strong, we apply this
equation to our system. We focus on the ultrarelativistic regime,
so the particle energy is approximated to be ε ≈ pc. Using the
differential number density, Nε = Np/c = 4πp2f/c, we can write
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stochastic acc. in 3D global MHD simulations 
test particle sim. w. Athena++

stochastic acc. in 3D PIC simulations 

Comisso & Sironi 22 ApJ

magnetic reconnections are very 
promising for injections (e.g., Mbraek+ 23)

Particle Acceleration in Turbulence is Seen in Simulations

Bulk may be turbulent acceleration. But how much is the volume filling factor of regions with s>100? 

Kimura, Tomida & KM 19
see also
Nattila & Beloborodov 21
Sun & Bai 21



More Hints & More Tests (Neutrinos)
• 2.7s excess of ns from two nearby AGN including NGC 4151 (IceCube 23 ICRC)
• 2.6s with 8 yr upgoing nµ events and IR-selected AGN (IceCube 22 PRD)

predictions for stacking search 

testable w. near-future data or by next-generation neutrino detectors 

KM, Kimura & Meszaros 20 PRL
Kheirandish, KM & Kimura 21 ApJ

IceCube-Gen2

KM3Net



Gamma Rays Are Not Gone: MeV g-ray Tests

• Prediction: CR-induced cascade g rays should appear in the MeV range
• We found a sub-GeV “excess” over the p0→2g (starburst) component

KM+ 20 PRL
Ajello+ 20 ApJL

Ajello, KM & McDaniel 23 ApJL



black hole

RIAF (or MAD)
Comptonized X/g rays 
CR-induced cascade g

submm/IRCR

n

MRI

spark gap

Applications to Low-Luminosity AGNs
Kimura, KM & Toma 15 ApJ
Kimura, KM & Meszaros 21 Nature Comm.

• RIAF/MAD for mdot<0.03 
• Electrons are mostly thermal

(collisional for electrons 
but collisionless for protons)

Quataert & Narayan 99 ApJ

Sgr A*



Detectability of Nearby Low-Luminosity AGN

• Detection of MeV g due to thermal electrons is promising
(CR-induced cascade g rays are difficult to observe)

• Nearby LL AGN can be seen by IceCube-Gen2/KM3Net

Kimura, KM & Meszaros 21 Nature Comm.

Predictions for stacking search 



High-Energy Multimessenger
Transients



Flares from Supermassive Black Hole Jets?
IceCube 18 Science ~13 events (~3.5s): 2014-2015 neutrino orphan flare

IceCube-170922A (En~0.2-1 PeV)

Petropoulou, KM+ 20 ApJ

2014-2015 
n flare

- IceCube EHE alert 
pipeline

- Automatic alert 
(via AMON/GCN)

- g/X/UV/opt/radio
counterparts

- ~3s coincidence

2017 multimessenger flare

n

radio

X

g

TXS 0506+056
“jetted AGN”



Updated in Analysis on 2014-2015 Neutrino Flare
IceCube 23 ICRC
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“Power” of Multimessenger Approaches

Fntheory ~ FEMtheory < FEMobs < Fnobs
Puzzling: standard single-zone models do NOT give a concordance picture

n

Keivani, KM, Petropoulou Fox et al. 18 ApJ

opt: Swift-UVOT/X-Shooter 

X:Swift-XRT/NuSTAR

g:Fermi-LAT

Petropoulou, KM et al. 20 ApJ

We next discuss a few caveats that should be kept in mind
when interpreting our predictions for the long-term neutrino
emission of TXS0506+056.

1. The predictions rely on the assumption that the maximal
neutrino flux obtained for each epoch is representative of
the long-term neutrino emission of the source. Ideally,
one should find a scaling relation between the maximal
neutrino flux and the photon flux in some energy band
with continuous temporal coverage, and then use the
long-term light curve to compute the predicted number of
muon neutrinos (e.g., Petropoulou et al. 2016). Although
the 0.1–300 GeV energy band of Fermi is ideal for this
purpose, we cannot establish a robust relation between

¯
( )
n n+F max and Fγ, as shown in Figure 3 (left panel). In

contrast, we find that the X-ray flux is a better probe of
the maximal neutrino flux within our model, with

¯
( ) µn n+F FX
max (right panel of Figure 3). This is partly

because the SED has a valley in the X-ray range, which is
the most important for constraining hadronic compo-
nents. The X-ray coverage of the source before the 2017
flare is very sparse (see Figure 1), thus preventing a more
sophisticated analysis than the one presented here.

2. We cannot exclude the possibility that the physical
properties of the jet change drastically in between the four
epochs we chose for our analysis. Such changes in the jet
parameters could happen in highly variable blazars(e.g.,
Raiteri et al. 2013; Ahnen et al. 2017). This limitation
stems from the lack of quasi-simultaneous multi-wave-
length data for long-time windows and highlights the
need for X-ray monitoring of blazars.

3. The SEDs we constructed are not contemporaneous.
More specifically, the X-ray spectra are computed from
individual Swift-XRT observations of duration of a
few kiloseconds each, while the gamma-ray spectrum
is averaged over the whole epoch of interest (∼0.5 yr).
In this regard, the Swift-XRT observations are instanta-
neous compared to the selected time window. So,
when we translate the maximal neutrino flux, which is
mainly set by the X-ray flux, into an expected number of
events and use D =T 0.5 yr as the typical duration, we
may overestimate the number of neutrinos. The X-ray
flux variability within epoch 2, for example, can lead
to an overestimation of the neutrino number by a factor
of ∼2.

5.2. Implications for the 2014–2015 Neutrino Flare

Here, we focus on the implications of our model for the
2014–2015 neutrino flare. As an illustrative example, we show in
Figure 4 a case where the model-predicted neutrino flux is
compatible with the IceCube flux of epoch 4. The parameters are
the same as those listed in Table 8, except for the characteristic
external photon energy (temperature) and the proton luminosity,
which now read �¢� 5 keVext ( ¢ = ´T 2 10ext

7 K) and ¢ =Lp

´1.7 1048 erg s−1, respectively. For the adopted parameters,
the electromagnetic emission of the secondaries produced via
photohadronic interactions and photon–photon pair production
reaches a flux of ( – )~ ´ - - -3 10 10 erg cm s11 2 1, which
confirms the analytical results of Murase et al. (2018). Such high
X-ray and gamma-ray fluxes clearly overshoot the MAXI and
Swift-BAT upper limits by a factor of ∼2–3 and the Fermi-LAT

data by a factor of ∼10. In addition, this case is unlikely in
astrophysical view, for it requires a highly super-Eddington proton
power to account for the low photomeson production efficiency.
Given the unprecedented neutrino flux measured by IceCube

in 2014–2015, one could still argue that the conditions in the
blazar zone were significantly different compared to other
epochs. We therefore explored this possibility by performing a
wide scan of the parameter space for one-zone models. Our
methodology and results are presented in the Appendix. We
found no parameter set for the blazar zone that can
simultaneously explain the neutrino flare and be compatible
with the electromagnetic constraints. Moreover, all cases
require a highly super-Eddington jet power, namely
( – )L10 102 3

Edd, where ( )� :´L M M1.3 10 10Edd
47 9 erg s−1

is the Eddington luminosity of a black hole with mass M. The
necessary proton power could be reduced to Eddington levels if
the energy density of the external photon field (in the blazar
zone) was two or three orders of magnitude higher than all
other epochs(see also Reimer et al. 2019).
We therefore conclude that the high neutrino flux of epoch 4

cannot be explained concurrently with the electromagnetic data
if both emissions originate from the same region, in agreement
with previous studies (Murase et al. 2018; Reimer et al. 2019;
Rodrigues et al. 2019).

6. Discussion

6.1. Remarks on the Maximal Neutrino Flux and Proton
Luminosity

We have constrained the maximal neutrino flux ( ¯
( )
n n+F max ) and

the required proton luminosity ( ( )Lp
max ), assuming that the low-

energy hump in the SED is attributed to synchrotron emission
from primary electrons. This assumption is plausible and
widely accepted. Indeed, the optical-to-soft X-ray data can be
fitted with a single power law, especially evident in epoch 2
and in the 2017 flare(Keivani et al. 2018). It is therefore
unlikely that proton-initiated cascades (with usually broad

Figure 4. Same as in Figure 2, but for a case where the model-predicted neutrino
flux is compatible with the IceCube flux of epoch 4. Here, we assume
¢ = ´T 2 10ext

7 K (or, equivalently, �¢� 5ext keV) and ¢ = ´L 1.7 10p
48 erg s−1.

All other parameters are the same as those listed in Table 8 for epoch 4.

10

The Astrophysical Journal, 891:115 (16pp), 2020 March 10 Petropoulou et al.
2017 multi-messenger flare 2014-2015 neutrino flare

g:Fermi-LAT

X:MAXI

X:Swift-BAT

opt: ASAS-SN

n:IceCube n:IceCube

pg → n, g + e electromagnetic energy must appear at keV-MeV



More follow-up campaigns and/or larger statistics in n data are necessary
But the situation is still puzzling…

- PKS 1502+106: FSRQ
promising but no coincidence w. g-ray flaring, unseen in n point-source search   

- 3HSP J095507.9+355101: extreme BL Lac 
coincidence w. X-ray flaring but the alert rate is at most ~1-3% in 10 years 

- PKS 0735+178: TXS 0506+056-like coincidence w. X-ray & g-ray flares (Sahakyan+ 22)

3HSP J095507.9 +355101 

More Coincidences w. Blazars

IceCube-190730A (Oikonomou, Petropoulou, KM+ 21)

IceCube-200107A
(Petropoulou, Oikonomou, Mastichiadis , KM+ 20)



Flares May Still Matter in Neutrinos

pg scenario: Ln scales w. Lg

flare distribution

Yoshida, Petropoulou, KM & Oikonomou 22 ApJ
see also KM, Oikonomou & Petropoulou 18 ApJ

(glw~1.5-2)

index is often positive

neutrino emission may be
dominated by flare phases 



Coincidences w. Long-Duration “Optical” Transients

AT 2019dsg 

Stein+ 21 Nature Astron. 

IceCube-191001A

AT 2019fdr

- 5 optical candidates reported
- All are rare optical transients w. strong infrared echoes
- Possible neutrino time delays w. ~150-300 day

Reusch+ KM 21 PRL 

IceCube-200530A
z=0.0567

(van Velzen+ 23, Jiang+ 23)

Tidal disruption events (TDEs):
flares from supermassive black holes through the disruption of a star



Neutrinos from Tidal Disruption Events?
TDE and AGN ns could come 
from common mechanisms
(disk-corona, wind, jet)

KM, Kimura, Petropoulou & Oikonomou 20 ApJ



Black HolesSupermassive black holes as hidden particle accelerators
Multimessenger interpretations?

“possible but…” “challenging” 

AGN 

Jetted AGNTDE

“reasonable”



Summary
• Multi-messenger analyses w. 10 TeV n data 

hidden CR accelerators

Jet-quiet AGNs - all-sky ns could be explained
• NGC 1068: evidence for a hidden neutrino source
• Emission radius: R<30-100 RS → collisionless coronae?
• Sub-GeV g-ray excess? (MeV: AMEGO-X, e-ASTROGAM)

More in south (KM3Net/Baikal-GVD), IceCube-Gen2
• Understanding non-thermal phenomena in coronae

SMBH flares – blazar flares, TDEs
• TXS 0506+056 & other coincidences: no concordance
• Neutrinos could be predominantly during flares
• TDE and AGN ns could originate from common mechanisms
• Need more data: strategic searches, multiplet follow-up etc.




